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Abstract. Developments in the maritime industry, such as the increasing size of container and cruise ships, and the automated/autonomous ship concepts, yield technical and operational challenges throughout the life-cycle of ships. New interactions increase complexity, resulting in unforeseeable system states and risk fluctuations. Despite the development of approaches that address some of the limitations of current risk management, the sub-systems of the ship are mostly treated separately with only partial consideration of interactions between risk factors. The main goal of this paper is to introduce a novel framework for managing life-cycle risk in the maritime domain, where the ship is viewed as an integrated complex system that is subject to change throughout its life-cycle. The focus is on enhancing the adaptive capability of the system to respond to evolving dynamics and deal with unknown and emerging safety threats. In addition, to avoid potential problem shifting between life-cycle stages, interactions between risk factors and risk propagation are considered. In this context, a change in perspective for maritime safety is also proposed, based on the concept of biomimicry, considering that biological systems typically adapt in a dynamic environment to deal with emerging threats.
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1. Introduction

The maritime industry is currently experiencing fast-paced technological and operational changes, that are driven by market needs, and/or new regulatory requirements. Important developments in the maritime industry include increasing ship size (e.g., there are projections for 50,000 TEU container ships by the year 2050 [1]), remote/automated and autonomous ship concepts, and navigation in harsh environments. These are driven by needs such as greater efficiency and economies of scale, as well as a need to reduce maritime accidents attributed to the human element [2]. With the development of innovative modular ship designs and more efficient ship-building techniques and the emergence of new risks that threaten operation, these transitions have an impact on every stage of the life-cycle of ships. The challenges for maritime safety [3] include both foreseeable risks and unknown hazards. Situations that have not been encountered before, such as the emergence of an operational field where conventional and automated or fully autonomous ships might co-exist and interact [4], will introduce greater uncertainties to risk management. Another source of uncertainty is related to the increasing complexity of marine systems due to rapid technological development and the integration of advanced digital systems. In the continuously evolving maritime landscape, we need to re-examine the capacity of the established risk management practices to deal effectively with future threats to safety.
The goal of this paper is to introduce a novel framework for managing life-cycle risk in the maritime domain. The proposed framework considers the ship as an integrated complex system that is subject to change throughout its life-cycle, as well risk propagation among life-cycle phases. The paper is structured as follows: Section 2 reviews the state-of-the-art in maritime risk management; Section 3 presents the systems approach to safety and risk; Section 4 describes the use of life-cycle thinking for safety; Section 5 outlines our research objectives and presents an initial approach to the proposed Life-Cycle Risk Framework. The paper concludes with a roadmap of future research, as well as some comments on the potential impact of our research.
2. State-of-the-art in maritime risk management
Maritime risk management has relied on reactive policies in the wake of major accidents and catastrophes [5] for addressing system vulnerabilities. The result is a complex international framework of prescriptive regulations that enforces compliance with minimum standards and increases administrative burden for operators and seafarers alike. In a step towards more proactive policies, the International Maritime Organization (IMO) introduced Goal-Based Standards (GBS) and the safety level concept [6], where regulations define an acceptable level of risk and the details are left to the designers. The concept of GBS allows the development of innovative ship designs that might not be approved by the standard prescriptive regulations. In this context, Papanikolaou et al. [7] have outlined a framework for Risk-Based Design (RBD) that uses risk-based approaches for determining the safety level of a design solution. Approaches that specifically focus on the role of the human element in accidents have also been developed. Acknowledging the potentially beneficial role of the human element in normal safe operation Hollnagel et al. [8] have introduced the SAFETY-II concept. The principles of Resilience Engineering are employed to enhance human, or in general system, performance when disruptions in the functionality of the system occur due to unexpected changes in external conditions [9].
Such approaches introduce significant advances to the maritime risk field. However, they do not directly address the increasing complexity and socio-technical nature of marine systems due to the interactions among the different sub-systems. The rationale of controlling risks in reasonably plausible adverse scenarios, based on historical data or expert judgement, is limited when faced with emerging risks [10] from the changing technological and operational landscape. Recent experience from major accidents has shown that there are scenarios that cannot be imagined during design and may potentially result in black swan type situations [11]. In environments with deep uncertainties, Aven [12] has also questioned the validity and reliability of risk assessment results that are based on expected losses without considering the uncertainties that relate to the strength of the background knowledge and the supporting assumptions. Expected losses are the standard metric for risk quantification and are derived from the definition of risk by Lowrance [13]. The main limitation of this metric is that it oversimplifies the maritime risk picture by treating high probability – low consequence risks in a similar manner to low probability – high consequence risks, where uncertainties are more pronounced. Conventional risk quantification also offers a static picture, which does not account for the changing characteristics of marine systems throughout their life-cycle due to factors such as improper maintenance or frequent crew turnover. However, because marine systems are inherently dynamic, interactions among risk factors over the life-cycle may result in risk propagation with an unknown effect on the total safety level.
3. The systems approach to safety and risk
A complex system incorporates several components with non-linear interactions and, as a result, presents emergent behaviours that are dynamic in response to environmental stimuli. Marine systems are becoming increasingly complex, with increasing digitalisation and the emergence of new operational practices, such as remote operations. Maritime operations are conducted by complex systems where tightly coupled intelligent agents cooperate [14]. Complex systems with distributed control and interacting components, such as a maritime supply chain, exhibit features such as self-organization and adaptivity [15]. According to Leveson [16], safety is one of the emergent properties of complex systems and therefore, it does not only depend on the safety of individual components but also on their interactions. Because risk factors in complex systems are neither independent nor mutually exclusive, which is a premise of the reductionist logic, accidents may occur even if all system components work reliably [17].
Grabowski et al. [18] have noted that the management of safety in complex systems is affected by risk migration among different parts of the system, by the fact that risk contributing factors may have long incubation periods, and by problematic identification of human and organisational error. Haimes [19] has attempted to improve the effectiveness of risk management for complex systems by expanding the definition of risk by Kaplan and Garrick. The concept of complex risk is time-dependent and conditioned upon the states of the system, which are a function of its performance, vulnerability, and resilience. In this context, risk is defined as a vector with the same units as the vector of consequences. After critically reviewing this formulation, Aven [20] noted that the concepts of system risk, vulnerability, and resilience explicitly depend on how the system is modelled, and that background knowledge uncertainty is not considered. The need to include uncertainty in the definition of risk is also expressed by Vatn [21] because complexity induces uncertainties in a risk analysis context.
4. Life-Cycle thinking applied to safety

The false assumption that a system is static has been identified by Leveson [22] as one of the main reasons many efforts to improve safety are neither cost-effective nor efficient. In fact, Bahr [23] claims that hazard evaluation in every life-cycle phase is the most cost-effective way for controlling risk. Although life-cycle thinking has been applied to environmental (e.g., Life Cycle Assessment of marine air emissions by Chatzinikolaou and Ventikos [24]) and financial problems, its application to safety problems has been limited. In a survey of the relevant literature we have identified the following approaches: various combinations of LCA and risk analysis, and assessment of total life-cycle risk. Breedveld [25] has noted that Life-Cycle Based Risk Assessment is an emerging term that reflects a new perspective on safety analysis based on life-cycle thinking. In the domain of nanotechnology, Sweet and Strohm [26] have proposed using LCA for focusing a more detailed risk analysis in a specific phase of the product life-cycle. In the context of structural integrity, Decò and Frangopol [27] have applied an interesting approach for optimizing the maintenance of road bridges, considering the total life cycle risk and the dynamic structural characteristics. Liu et al. [28] developed a methodology for analysing risk in every phase of the life-cycle of an offshore platform, considering several different risk factors such as environmental, technical, economic, managerial, and behavioural. Ramadhan et al. [29] measured the total life cycle risk for a palm oil production plant by summing expected losses of life for every life-cycle phase and considered them as an additional criterion for optimization.
The concept of life-cycle safety management has also emerged in the maritime risk field. The Total Risk Management System (TRMS) [30] is based on the development of an Integrated Risk Model that quantifies total risk levels and a Risk Processor that is used for generating both static and dynamic accident scenarios. The Ship Safety Assessment Model (SSAM) [31] follows a systems approach for developing a functional model of the ship that is subsequently used either for RBD or risk monitoring during operation. Vassalos [32] has defined Life Cycle Risk Management (LCRM) as a formal process for addressing the risks during the operation of a ship, by reducing and/or mitigating risk during design and managing the residual risk during normal operation as well as in operational crises. These concepts employ an integrated approach to addressing risks during normal operation and emergencies. Common elements include risk reduction during the design phase, management of residual risk during operation by continuously monitoring safety performance, and a direct feedback loop linking design and operation.
5. Research objectives and initial approach to the proposed framework
Our main research objective is to structure risk-averting strategies for safety assurance throughout the life-cycle of complex marine systems in an uncertain and evolving environment with emerging risks. More specific objectives of our research include the following: a) analyze and evaluate total safety level for marine systems as a function of time, b) determine risk propagation among different life-cycle phases to avoid problem shifting, and c) determine the uncertainties related to risk quantification. To achieve these objectives, we aim to develop a novel conceptual and methodological risk management framework that will provide a structured approach to managing through-life safety. This framework will incorporate elements from the fields of complex system safety, life-cycle thinking for safety management, and ideas based on the functionality of the Biological Immune System (BIS) for safety modelling.
There is an interesting analogy for complex marine systems if we consider external and internal safety threats as antigens and risk control options as antibodies that are employed in organizing effective risk control strategies/responses. The BIS is a strongly adaptive system that defends an organism against external threats (antigens) and from parts of itself that are dysfunctional. The BIS responds to future threats based on its previous encounters with antigens [33] and continuously evolves its definition of the normal state of the organism by interacting with the environment [34]. Artificial Immune Systems (AIS) are a conceptual framework that uses theoretical immunology concepts (e.g., negative selection and danger theory) to construct computational systems for practical problem-solving [33]. According to Negoita [35], the AIS framework alters the perception of how system faults are managed and allows the development of adaptive complex system models that are open to the environment. AIS applications include pattern recognition, robotics, maintenance systems [36], and computer security, for learning, anomaly detection, and optimization [37]. Indicatively, Perhinschi et al. [38] have employed various methodologies, such as genetic algorithms, artificial neural networks, and fuzzy logic, in the AIS framework for evaluating the magnitude of a failure in an aircraft and identifying which sub-systems have been affected.

The proposed Life-Cycle Risk Framework may be used for managing system health throughout the entire life-cycle, which consists of the following high-level phases: Design, Learning, Operation, and Adaptation (Figure 1). In this context, the system is viewed as an adaptive and evolving entity that must maintain its safety performance within acceptable levels determined as a function of the ability of the system to fulfil its mission. The continuous monitoring and evaluation of safety performance will result in effective risk-control strategies and feedback among the different phases of the life-cycle. Therefore, this framework aims at proactively detecting and evaluating dangerous situations and at providing early warning for the deterioration of system safety.
Figure 1 shows how the Life-Cycle Risk Framework may be utilized for managing through-life system health by continuously monitoring risk levels as a function of system states and time. System health management will be based on a functional safety model of the system, which may be part of a digital twin of the vessel [39], and a supporting AIS model. These models may be used for measuring system safety performance throughout the life-cycle, either via simulation during design or as real-time risk monitoring during the learning, operation, and adaptation phases. The AIS model will detect deviations from the boundaries of acceptably safe operation and migrations towards unsafe system states. This model may be trained from generic historical casualty data and data generated during the growth period of the system to generate an initial immune response from previously encountered threats. A more refined immune response may be generated by the interaction between the threats to system safety (antigens) with the antibodies of the AIS model during the operation and adaptation periods of the system for dealing with emerging threats that have not been encountered before. The output of the Life-Cycle Risk Framework process will be strategies for controlling risk levels throughout the life-cycle. Indicative applications for conventional vessels would be either as a design tool for assessing the effectiveness of specific risk control strategies, or as a real-time operational tool for proactively avoiding the migration of the system towards unsafe states. For autonomous vessels, an example application would be an Artificial Intelligence unit that uses concepts from the framework for autonomous, risk-based decision making throughout their life-cycle.
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Figure 1. High-level approach to managing system health with the Life-Cycle Risk Framework concept.
6. Conclusions
Transitions in the maritime industry such as increasing ship size, navigation in harsh environments, and the development of automated and autonomous ship concepts present challenges to maritime safety. Marine systems become more complex with more digital components and, as a result, new risks are emerging from situations that have never been encountered before. The current approach to maritime risk management does not address complexity or the dynamic nature of risk and therefore has limitations in dealing with emerging threats throughout the life-cycle.
The main objective of our research is to analyse and evaluate the level of safety throughout the life-cycle of marine systems in an uncertain environment with emerging risks. We propose the development of a novel Life-Cycle Risk Framework for complex dynamic marine systems that will be based on a systems approach to safety and risk, will consider risk propagation throughout the life-cycle, and will employ the AIS framework as a basis for safety modelling. The immune system has several interesting properties and behaviours that provide a useful paradigm for solving a diverse set of computational problems. In the next steps of our research we intend to further refine and elaborate upon the high-level approach to this framework.
The Life-Cycle Risk Framework aims to shift the focus of maritime safety research from trying to foresee every possible adverse scenario and its potential consequences, to enhancing the capability of a complex system to adapt to variable external conditions and to respond to any safety threat. The proposed framework aims to incorporate an alternative way of thinking about the safety problem that may strengthen the ability of marine systems to deal with novel and emerging threats effectively throughout their life-cycle.
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