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Abstract. Bottom pressures were measured on two prismatic planing hull models
operating in regular waves. Testing in regular waves created repeated wave slam
events, which provided information on variability of the motions, accelerations,
and pressures during wave slamming events. Using a reconstructed pressure dis-
tribution based on Rosen’s method [2] and predicted pressure distributions based
on empirical equations given by Morabito [3], better understanding of how the hull
and water interact during wave slamming can be achieved.
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1. Introduction

High-speed planing boats are subject to repeated slamming impacts, which can cause
structural damage and discomfort or injury to passengers. Currently, the primary planing
hull structural guideline [1] relies heavily on semi-empirical criteria that can have lim-
ited application. These guidelines provide conservative estimates leading for structural
design, but lack specific guidance for allowing strategic reduction in structural weight.
Structural design depends on knowing the hull bottom pressures, yet information about
the magnitudes of peak pressures, time durations, and distribution over the hull is gen-
erally not available. Model tests conducted at the US Naval Academy measured the bot-
tom pressures on a prismatic planing hull geometry during operation in waves. Pressures
were measured at point locations to examine how pressures evolve over a wave slam
event.

Rosen [2] presents a method for reconstructing the momentary pressure distribution
on the hull bottom during a hull-water impact based on point pressure measurements.
This method allows the timed measured pressures of a propagating pressure segment
in one position of the hull at one instant in time to be associated with other positions
at other instants in time. Morabito [3] presents an empirical method for calculating the
pressure distribution on the bottom of prismatic planing hulls operating in calm water.
The method can be extended to the impact problem by use of an “equivalent” planing
velocity. This paper compares the planing pressures predicted by Morabito’s empirical
method with the recreated pressure distribution determined from Rosen’s method for a
planing hull geometry operating in regular waves.
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2. Description of Model Experiment

The experiments used a prismatic planing hull model tested in the 115.8 meter (380 ft)
long tow tank channel located at the United States Naval Academy. The model was free
in heave and pitch and constrained in all other degrees of freedom. The model geometry
is shown in Figure 1. Heave, pitch, accelerations (at three locations), wave profile (en-
countered and stationary), hull bottom pressures, and high-speed video were recorded
during each test run. The high-speed video was taken (using a Phantom Miro 320 by
Vision Research) looking at the model from the side. Pressure measurements were taken
on the bottom of the hull using surface-mounted piezoelectric quartz point sensors (PCB
Piezoelectrics, model 113B27 and 113B28). The locations of the pressure sensors at a
single longitudinal position are given in Table 1 and shown in Figure 1. The pressure
sensors were sampled at a rate of 20 kHz. All other measurements were sampled at a rate
of 5 kHz.

Figure 1. Model body plan and pressure sensor locations

Two model sizes were tested, one a 2.4 m (7.92 ft) and one a 1.4 m (4 ft) length.
The geometry was scaled from a full-scale 13.0 m (42.8 ft) prismatic planing craft. The
characteristics of the models and full-scale hull are given in Table 1. The smaller model
was tested at a single speed, scaled to a corresponding Froude number of 1.84, based
on length. The larger model was tested at this same scaled speed as well as a slower
speed corresponding to a Froude number of 1.57, based on length. The regular wave
conditions corresponded to the most probable waves from a Breschneider spectrum with
a significant wave height of 18.8 cm (7.4 in) and a modal period of 2.4 seconds. The
resulting regular wave has a wave height of 12.2 cm (4.8 in) with a wave period of
1.6 seconds.

The advantage of regular waves is that the same impact type can be repeated, thus
providing information on variations for the same impact conditions. For each test condi-
tion, individual wave encounters were separated and treated as an individual slam events.
This paper looks at the results of averaging those individual events and considering the
resulting standard deviations.

3. Pressure Distribution Reconstruction (PDR) Method

The Rosen pressure distribution reconstruction method [2] uses the pressure signal
recorded at pressure sensors along a transverse strip of the model (at a single longitudi-
nal distance from the transom) and transforms these measurements in time to measure-
ments in space over time. In this model, the longitudinal position X4 is located 113.54 cm
(44.70 in) forward from the transom and has a set of five (P41, P42, P43, P44, P45) pressure



Length Overall (L), m (ft) 13.0 (42.8) 2.4 (7.92) 1.2 (4)
Max beam (B), m (ft) 4.0 (13.1) 0.74 (2.4) 0.37 (1.2)
Displacement, metric tons (lbs) 15.9 (35,000) 0.104 (223) 0.013 (27.9)
LCG, m (ft) fwd of transom 4.6 (15.1) 0.85 (2.80) 0.43 (1.41)
Deadrise 18◦

Scale Factor - 5.4 10.7
Longitudinal pressure sensor locations (x), - 113.54 (44.70) 56.77 (22.35)
cm (inches) measured fwd of transom
x/L position of pressure sensors - 0.47
Transverse pressure sensor locations (y) - 2.29 (0.90) 1.14 (0.45)
cm (inches) measured from keel 8.69 (3.42) 4.34 (1.71)

11.89 (4.68) 5.94 (2.34)
18.34 (7.22) 9.17 (3.61)

28.85 (11.36) 14.43 (6.68)
y/B position of pressure sensors - 0.031

0.119
0.163
0.251
0.394

Table 1. Hull Characteristics

sensors. The positions of the pressure sensors in this transverse section on the model are
given in Table 1 and shown in Figure 1. There is a time history for each impact from
each sensor. Figure 2 (left plot) shows the time histories from the sensors during a sin-
gle impact event. The peak pressure due to the impact moves from the keel to the chine
over the time duration of the wave slam and so each sensor records a sudden increase
and maximum pressure at a different time, with the time of maximum pressure occurring
later in time for sensors further from the keel. The Pressure Distribution Reconstruction
(PDR) method attempts to track the pressure pulse front, shown by circles in the left plot
of Figure 2, and then each subsequent pressure pulse, where the stars in Figure 2 show
a sample single pulse, from sensor to sensor. This provides a relationship between the
position of the pressure pulse front and time. By assuming the pressure front maintains
a constant velocity between sensors, the pressure measurements following the pressure
front can be propagated along the transverse section of hull.

The pressure distribution reconstruction (PDR) allows an approximation of the two-
dimensional pressure contour along a longitudinal slice of hull to be calculated for each
time step during the hull-wave impact. The assumptions of linear pressure change as a
pressure segment moves from one measured location to the next and the assumption of
sudden changes in velocity in the pressure pulse as the front reaches each sensor while
maintaining constant velocity between measured locations can introduce some error to
the pressure distribution. However, due to very large sampling rates for the pressure
sensors and relatively closely spaced sensors, the resulting pressure distributions appear
reasonable. Figure 2 (right plot) shows the PDR results from a single wave impact event.
Rosen [2] found good comparisons when evaluating this method.
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Figure 2. Pressure sensor data for a single impact event. The plot on the left shows the time history from the
sensors. The thick dashed line represents the threshold value used to determine the arrival of the pressure wave
front, the circles identify the first pressure measurement identified as part of the pressure pulse front, and the
stars indicate the passage of an individual pressure pulse part from one sensor to the next. The plot on the right
shows the reconstructed pressure distribution for the same impact event. The data is for the large model at 9
m/s (29.5 ft/s).

4. Predicted Bottom Pressures during Wave Slams Method

To provide some comparison for the PDR technique, the transverse pressure distribution
is also calculated using an empirically-based, closed-form solution developed by Mora-
bito [3]. That paper presents a set of empirical equations for the pressure distribution on
prismatic planing hulls operating in calm water. The method can provide the total pres-
sure on the bottom of the planing hull (both the hydrodynamic and hydrostatic pressure
components) at longitudinal locations. Morabito suggests a modification for using the
method to predict impact pressures on the bottom of a planing craft slamming in waves
by using an adjusted “equivalent planing speed.” This equivalent planing speed depends
on the relative velocity of the hull and wave surface, an approximation of the spray root
location, and the relative trim between the hull and the water surface.

Since the pressure sensors used during testing could only measure the dynamic pres-
sure, only the dynamic pressure values are calculated and presented in this paper. To
determine the equivalent planing speed the relative position between the wave and the
hull is needed, but this was not recorded during testing. An approximation of the hull-
water intersection was based on images from the high-speed video and the timing of the
spray root location as determined by the timing of the pressure pulse front passing the
pressure sensors. The actual hull orientation along with the vertical and pitching veloc-
ities, as measured, are used in the predictions. As with the PDR method, the multiple
impact events for the same test condition (in regular waves) were averaged and standard
deviations calculated.

5. Results and Discussion

The hull bottom pressures were measured at location X4 for both model sizes in regular
waves. Table 2 shows the variability of the regular wave impact events. The three condi-
tions considered are two speeds for the large model and one speed for the small model.
The first row in the table shows the average wave amplitude as well as the standard de-



Large Model Large Model Small Model
9.0 m/s (29.5 ft/s) 7.6 m/s (25 ft/s) 6.4 m/s (21 m/s)

Regular Wave average = 4.73 (1.86) average = 4.96 (1.95) average = 2.04 (0.80)
Amplitude, cm (in) st. dev=̇ 0.118 (0.047) st. dev. = 0.19 (0.074) st. dev. = 0.194 (0.077)

st. dev. = 2.50% of mean amp. st. dev. = 3.80% of mean amp. st. dev. = 9.52% of mean amp.
Model Heave average = 2.48 (0.98) average = 2.46 (0.97) average = 1.11 (0.44)
Amplitude, cm (in) st. dev=̇ 0.173 (0.068) st. dev. = 0.057 (0.022) st. dev. = 0.42 (0.17)

st. dev. = 6.98% of mean amp. st. dev. = 2.31% of mean amp. st. dev. = 38.2% of mean amp.
Model Pitch average = 1.66 average = 1.52 average = 0.91
Amplitude, degrees st. dev=̇ 0.093 st. dev. = 0.06 st. dev. = 0.29

st. dev. = 5.61% of mean amp. st. dev. = 3.85% of mean amp. st. dev. = 31.4% of mean amp.
Vertical Acceleration maximum = 8.96 (29.4) maximum = 10.14 (33.25) maximum = 10.9 (35.8)
LCG, m/s2 (ft/s2) st. dev=̇ 0.35 (1.14) st. dev. = 0.31 (1.01) st. dev. = 1.82 (5.97)

st. dev. = 3.88% of max. st. dev. = 3.04% of max. st. dev. = 17.7% of max.
Vertical Acceleration maximum = 49.0 (160.9) maximum = 44.0 (144.3) maximum = 42.9 (140.6)
Bow, m/s2 (ft/s2) st. dev=̇ 1.52 (4.97) st. dev. = 1.38 (4.54) st. dev. = 4.37 (14.33)

st. dev. = 3.09% of max. st. dev. = 3.14% of max. st. dev. = 10.2% of max.

Table 2. Regular Wave Measurement Repeatability

viations, as well as presenting the standard deviation as a percentage of the mean ampli-
tude. The large model waves are very repeatable with standard deviations less than 4% of
the mean amplitude value. The small model waves show larger levels of variability with
the standard deviation close to 10% of the mean amplitude. The smaller wave is more
difficult for the wavemaker in the tank to create, so there is more variation in the size of
each regular wave.

The other rows in the table show the model heave, pitch, and vertical accelerations,
which represent the motions and forces acting on the model during the wave impact
event. The large model motions in these regular wave tests are reasonably repeatable,
with standard deviations much less than 10% of the motion amplitudes for heave and
pitch. The maximum vertical accelerations recorded at the longitudinal center of gravity
(LCG) and forward perpendicular (Bow) are also consistent with standard deviations less
than 4% of the maximum measured acceleration. The small model motions are much less
repeatable with the heave and pitch standard deviations over 30% of the motion ampli-
tudes. The maximum vertical accelerations at the LCG and Bow are more consistent than
the model motions, but the standard deviations are still between 10 and 20% of the max-
imum vertical accelerations. The relative amount of variability for the different tested
condition shown in the pressure sensor signals seen in Figure 3 is typical and shows that
the small model record has greater variability than for the large model during these wave
impact events.

These pressures measured on the bottom of the hull should relate to the forces acting
on the model, so if the motions and forces are repeatable, the pressures measured during
each impact event should also show strong correlation. As seen with the motions and
accelerations, the large model measurements have much less variability than the small
model measurements. Figure 3 shows the mean pressure signals with the standard de-
viations based on the multiple impacts for each test condition for the sensors. The vari-
ation for sensors for all testing conditions increases as the sensor position moves away
from the keel and towards the chine. In addition, the peak magnitude of the pressure
signal generally decreases as the sensor position moves further from the keel. However,
the pressure signals show good consistency with respect to the sudden increase of the
pressure pulse front and the general trend for the pressure signal over time.

Figure 4 shows the averaged pressure distribution reconstruction (PDR) based on
the pressure signals. The dotted lines represent the range of standard deviation for the
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Figure 3. The average pressure signals measured at each pressure sensor with standard deviation (dotted lines)
shown for large model - 9 m/s (29.5 ft/s), large model - 7.6 m/s (25 ft/s), and small model - 6.4 m/s (21 ft/s)
from left to right, respectively.
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Figure 4. The average pressure distribution reconstruction at different times during a single wave slam event
shown for large model - 9 m/s (29.5 ft/s), large model - 7.6 m/s (25 ft/s), and small model - 6.4 m/s (21 ft/s)
from left to right, respectively. Each line represents the pressure distribution acting over the X4 longitudinal
position of the hull at different times.

averaged pressure distribution signals. The averaged pressure distributions in Figure 4
look very similar to the single impact pressure distribution reconstruction shown in Fig-
ure 2 (right plot). For this test condition the pressure distribution shows a sharp increase
and spike near the beginning of the impact while the pressure front is near the keel. As
the spray root of the water-hull impact moves from the keel to the chine the pressure
peak magnitude generally decreases until the spray root passes the sensor P44. From
this location the pressure peak magnitude increases again. In addition to the changes in
the pressure peak magnitude, the pressure distribution reconstructions show the pressure
spike smoothing out over the duration of the impact event.

One unusual element of this pressure distribution is the double hump aspect seen at
t = 0.0232 and t = 0.034 seconds for the left plot in Figure 4. At the location of P42, the
pressure signal did not reduce in magnitude as much as the pressure does closer to the
chine but the magnitude increases again at sensor P43. The hull motion measurements
show that there is an inflection in the pitch signal during this time frame. The model
begins the impact with a bow down pitch motion, but as the impact occurs the bow down
pitching motion slows and changes to be a bow up pitching motion. The vertical accel-
eration at the bow reaches the maximum value during this time frame. The maximum
vertical acceleration at the LCG occurs later and the double hump may be related to the
effects of the maximum accelerations at the bow while the vertical acceleration at the
LCG is still increasing.

Another interesting aspect of the pressure distribution reconstruction is the increase
in pressure as the water-hull spray root approaches the chine (t = 0.034 to t = 0.0544,
as seen in the left plot of Figure 4). In this region the pitch is moving in a bow up



direction, but it starts to slow and goes through another inflection point. The acceleration
at the LCG has reached the initial peak and has a local minimum. This fluctuation in the
acceleration signal may explain the increase in pressure on the hull during this time. This
pressure increase is likely due to a temporary increase in impact velocity during the wave
slam event, as the increase in pressure is seen in the raw pressure sensor data as shown
in Figure 3.

The middle plot in Figure 4 shows the averaged pressure distribution reconstruction
for the large model traveling at 7.6 m/s (25 ft/s). The pressure distributions shown are
for the times when the pressure pulse front reaches each of the pressure sensors. The
shapes are very similar to the faster speed condition shown in the far left plot of Figure 4,
including the double hump behavior for the third and fourth times and the increase in
pressure peak as the pulse moves out closer to the chine. As would be expected, since
the forward speed is slower, this condition shows the pressure pulse front traveling at a
slower pace from the keel to the chine. The pulse front reaches the pressure sensors at
later times (as seen by comparing the times in the legends between the middle and left
plots in Figure 4). Interestingly, however, the pressure magnitudes do not seem smaller
for the slower forward speed impact events.

The right plot in Figure 4 shows the averaged pressure distribution reconstruction for
the small model traveling at 6.4 m/s (21 ft/s). The pressure distributions are for the times
when the pressure pulse front reaches each of the pressure sensors. The general shape of
the pressure distributions match those for the large model at the equivalent speed (shown
in the left plot of Figure 4). Compared with the two large model slam conditions, the
pressure distributions show larger standard deviations, matching the trend in increased
variability from the model motions and pressure time history data. The pressure peak
magnitudes for the small model are approximately half those for the large model. The
small model pressure distribution does not show the double hump for any of the times
shown, nor does the pressure peak increase as the pressure pulse front approaches the
chine. The small model vertical acceleration measurement does not show the oscillations
seen in the large model impact events, therefore there is no local acceleration minimum
during the slam event. This difference in pressure distribution supports the claim that the
increase in pressure peak as the pulse approaches the chine is due to the local minimum
in the vertical acceleration record - the small model shows no local minimum and the
pressure peak continues to decrease as it approaches the chine. For the double hump,
the small model maximum vertical acceleration at the bow occurs much closer to the
maximum vertical acceleration at the LCG (accounting for the time scaling). The double
hump in the transverse pressure distribution may be related to the larger pitching motion
of the large hull and the longer time delay between the maximum vertical acceleration at
the bow and the LCG.

Figure 5 shows the comparison of the averaged reconstructed pressure distributions
with the averaged predicted pressure distributions (left plot) as well as the standard devi-
ations based on the repeated impact events (right plot). Overall, the pressure predictions
based on the measured hull information and empirical equations is fairly repeatable with
reasonable ranges shown for the standard deviations over the course on the impact event
(right plot in Figure 5). The timing of the pressure progression from keel to chine agrees
closely between the predicted and reconstructed pressure distributions (shown in left plot
of Figure 5). The predicted pressure distribution also captures the increase in pressure
peak magnitude as the pressure pulse front nears the chine. This supports the claim that
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Figure 5. Comparison of the predicted and reconstructed pressure distributions for a single impact for the
large model at 9 m/s (29.5 ft/s). In the left plot, the solid lines show the predicted pressure distributions at five
times during the impact and the dashed lines show the reconstructed pressure distributions at those times. The
right plot shows the predicted pressures with the standard deviations (indicated by the dotted lines).

the increase in pressure magnitude is related to the motions of the hull during this in-
terval. The predicted pressure distributions have a consistent shape as the pressure pulse
front moves from the keel to the chine. The shape has general agreement with the recon-
structed pressure distribution (a somewhat gradual increase to a maximum followed by a
sharp drop in pressure), but the reconstructed pressure distributions are not a consistent
shape as the impact progresses. For instance, the predicted pressure distributions fail to
capture the double hump behavior seen in the reconstructed pressures. This difference
suggests that the double hump is not caused by hull motions, but related to dynamic
changes from the impact (the predictions are based on a quasi-static analysis at each in-
stant) or a artifact of the PDR method. Since the small model reconstructed pressures
do not show this double hump behavior, it is more likely the distribution based on the
measured pressures varies due to dynamic effects not included in the prediction method.

The different total integrated pressures over a transverse section of the hull between
the reconstructed and predicted models, indicate the force calculated from the models
would be significantly different. Based on the results shown in Figure 5 (left plot), using
the predicted pressures would result in an under-prediction of the slamming force. Mod-
ificiations to the empirical relationships used in the predictive model for slamming pres-
sures (as opposed to the current calm water relationships) could improve the predictions
for force.

6. Conclusions

The PDR method described by Rosen [2] allows the spatial pressures on the bottom of
the hull to be determined during a wave slam. The Morabito pressure distribution method
[3] allows these spatial pressure distributions to be predicted using calm water empir-
ical equations with an adjusted equivalent forward speed to account for instantaneous
hull position and velocity relative to the water surface. Using measured pressures from
a planing hull tested in regular waves and both methods described allowed estimates of
variability for spatial pressures on the hull bottom during hull-wave slamming. Combin-
ing these features can provide insights into the physics of how the hull and water interact
during slamming events.
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