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Abstract. Marine diesel engines are systems integrated into a complex ship’s 
propulsion plant and comprehensive diagnostic analysis of possible degradations 
and failures is very challenging. Nowadays, current software and hardware allow 
exploring innovative ways, although each methodology cannot be considered apart 
from an adequate onboard monitoring system. In this work, the effects of several 
typical degradations of a ship’s engine, affecting some parameters that can be 
monitored on board, have been supposed and analyzed in order to their detection at 
an early stage by processing some parameters that can be monitored on board. The 
main aim is to provide a tool able to trace the engine performance decay. The 
procedure is based on the simulation of the engine model performed with input data 
measured on board and on a comparison of the outcomes with the real data. The case 
study is a 12.000 kW (750 rpm) 4-stroke marine diesel engine, simulated in a 
Matlab/Simulink environment and validated through the manufacturer’s datasheet. 
At this stage of the research, to make up for the lack of experimental data recorded 
onboard, a more detailed engine simulator is used to generate onboard data, with 
some alterations of the operating conditions as, intercooler efficiency and loss of 
pressure, turbocharger fouling, and many others. The numerical diagnostic tool acts 
on the minimization of the mean square errors (optimization problem) between the 
measured and the numerically simulated engine variables (such as pressures, 
temperatures, etc…) by properly varying the model parameters. The state of the 
engine is evaluated by analyzing the offset between the parameters of the degraded 
model and those obtained through the identification procedure for the degraded case. 
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1. Introduction  

A regular and proper preventive maintenance program for ship diesel engines plays a 
fundamental role in guaranteeing ship operability and safety and in ensuring propulsion 
and electric power generation [1][2][3][4]. Among the different preventive maintenance 
methods, Predictive Maintenance (PDM) is the most recent and promising technique to 
reduce the risk that a system failure occurs before a maintenance intervention; really, it 
is an extension of Condition-Based Maintenance (CBM), where the traditional 
methodologies based on sensors data gathering are improved by means of computer 
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modelling and artificial intelligence [2]. The CBM is based on the assumption that 
generally, a component failure happens after a preliminary phase of incipient degradation 
during which one or more operating parameters start to deviate slightly from the expected 
values [4]. The duration of this phase ranges from months to a few minutes. In the case 
of complex systems, a prompt identification of such deviations requires measurements 
that are often impossible or at least very expensive. This is the case of internal 
combustion engines, in which complex mechanical and mainly thermodynamical 
phenomena that cannot be easily monitored occur [5]-[10]. To overcome these 
difficulties the digital twin approach is thought as a useful and promising technique to 
get an estimate of the engine working parameters, including those generally not 
accessible during normal running [11][12][13]. A computer model simulation of the 
engine is performed and the outcomes are continuously compared with the corresponding 
direct measurements so that any abnormal working condition can be detected at an early 
stage. The core problem of this approach is to build a reliable engine digital model and 
the development of an effective identification procedure. 

The aim of this work is to develop a tool capable of identifying, by analysing a 
limited set of data monitored on board, the origin and cause of a possible malfunction 
that cannot be easily inferred from the measurements. A parameter estimation technique 
was applied on a numerical model of the diesel engine, in order to determine a set of 
engine model parameters that are compatible with experimental data recorded from the 
real engine; in the event that the measured data are related to an altered situation, the 
numerical analysis results should show the most probable source of the anomaly. 

During the preliminary stage, the full-scale setup and testing of the procedure is 
unpractical for evident reasons, therefore the experimental data in normal and degraded 
operating modes are generated by an accurate and detailed computer model of the real 
engine, validated on the operating data available from the manufacturer. 

2. Engine model 

The diesel engine model is developed in SIMULINK® (MATLAB® Toolbox) language, 
and is organized in a modular form., consisting of the following sub-modules (Figure 1): 
cylinders, intercooler & air manifold, exhaust duct, turbocharger compressor and turbine, 
turbocharger shaft dynamics, friction mean effective pressure (f.m.e.p), torque and brake 
specific fuel consumption (BSFC) calculation modules. Each block consists of a set of 
algebraic and differential equations describing the subsystem behavior. A filling and 
emptying approach is applied to each engine simulator block. The in-cylinder 
phenomena calculation is based on a fully thermodynamic actual cycle. A real gas model 
is used for the fluid properties calculation; specific internal energy and enthalpy are 
assumed to be functions of both fluid composition and temperature. 



 
Figure 1. Overall of the engine model 

In Figure 1: rev/s is the engine rotational speed; m_f is fuel mass flow; k m_f the 
cylinder fuel mass at Maximum Continuous Rating (MCR) engine working condition; 
p_i and T_i are the cylinders inlet pressure and temperature, M_g/a_o are the cylinders 
outlet gas or air mass flow; T_c_o the cylinders outlet temperature; i.m.e.p. the indicated 
mean effective pressure; p.m.e.p. the pumping mean effective pressure; p_C_o and 
T_C_o are the compressor outlet pressure and temperature respectively; p_T_i and 
T_T_i are the turbine inlet pressure and temperature respectively; Q_T and Q_C are the 
turbine and compressor torque respectively; n_TC the turbocharger shaft  speed; p_c_o 
the cylinders outlet pressure; M_T_o the turbine outlet mass flow. 

The input variables to the engine simulator are the engine speed and the fuel mass 
flow rate, as a percentage of the MCR one (rev/s and m_f % respectively in Figure 1), 
Fluid mass and energy stored in each engine component volume are calculated through 
the continuity and the energy dynamic equations (eq. 1 and eq. 2) [14]: 
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where: ρ is the gas density; U the gas specific internal energy; V the volume; Mi and 
Mo the mass flow rate at the inlet and outlet section; Hi and Ho the fluid specific enthalpy 
at the inlet and outlet section; Mf and Hf  the fuel mass flow rate and fuel lower heating 
value respectively; Φ the heat flow and P the mechanical power [14]. The turbocharger 
shaft dynamics equation is (eq. 3):    
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where ω is the angular velocity; J is the total moment of inertia; Q’T and Q’C are the 
turbine and compressor torque respectively. A single zone actual cycle approach is used 
to assess the in-cylinders phenomena. The in-cylinder calculations use the crank angle 
(ϑ) as an independent variable and start when the inlet valve is open and ends at the gas 
exhaust phase end. The flow through the inlet and exhaust valves is determined according 



to [14]. At each calculation step dϑ, the heat released in the combustion process (dQf) is 
determined by (eq. 4): 
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where Hf is the fuel lower heating value and dmb is the fuel mass burned. The latter is 
obtained multiplying the total fuel mass injected per cycle for the fuel mass burned in 
each calculation step dϑ, this last is determined by the Wiebe equation, according to [14]. 
In each calculation step dϑ, the work done onto the piston (dW) is calculated by 
multiplying the in-cylinder pressure during the cycle step dϑ computation and the 
cylinder volume change (dV). The cylinder pressure pcy is found through the ideal gas 
equation once the fluid temperature from the energy equation (eq. 2) is known. The brake 
mean effective pressure (b.m.e.p) is determined by subtracting friction mean effective 
pressure to the sum of gross indicated mean effective pressure (i.m.e.p.) and pumping 
mean effective pressure (p.m.e.p.). To the exhaust gas manifold (Exhaust duct block in 
Figure 1) calculation, the dynamic continuity equation and the energy equation (eq. 1 
and 2) are used. The exhaust manifold outlet temperature (T_T-i in Figure 1) is calculated 
considering the blow-down effect through the exhaust valve as reported in [15]. The 
turbocharger compressor and turbine are modelled as reported in [15]. Compressor 
behavior is simulated by two numerical 2D tables extrapolated from the manufacturer’s 
datasheet. From the compressor pressure ratio and efficiency, it is possible to assess the 
outlet air pressure and adsorbed torque. The turbine simulation approach is very similar 
to the compressor one, since the turbine gas flow rate and efficiency are estimated by a 
steady-state map depending on the pressure expansion ratio and the kinematic ratio ut/co, 
where ut is the turbine rotor tip speed and co is the isentropic expansion velocity. The 
Shaft Dynamics block of Figure 1 has in input the TC turbine and compressor torque 
(Q_T and Q_C respectively). The engine governor senses the engine speed and controls 
the fuel flow with the aim of maintaining the required speed; based on this logic, the 
governor has in input the actual and the requested engine speed and the output is the fuel 
mass flow percentage (m_f % in Figure 1) injected in the cylinders [15]. 

The engine model is applied to the MAN 12V32/44CR four-stroke marine diesel 
engine, characterized by a MCR power of 12 MW at 750 rpm. In Table 1 are reported: 
the engine performance at 750 rpm in terms of power, consumption, charge air and 
exhaust flow rate, and temperature after compressor and turbine, for different engine 
loads, from the engine project guide [16].  

Table 1. Engine performance at constant (750 rpm) speed. 

Engine 
load 

Power 
Specific fuel 
consumption 

Charge 
air 

pressure 

Temperature 
after 

compressor 

Airflow 
rate 

Exhaust 
flow rate 

Temperature 
after turbine 

[-] [kW] [g/kWh] [bar] [K] [kg/s] [kg/s] [K] 
1 12000 175,5 5,2 520,15 21,67 22,3 592,15 

0,85 10200 174 4,44 488,15 18,47 19,55 587,15 
0,75 9000 178 4,57 486,15 18,15 18,63 588,15 
0,65 7800 179 -  - - -  - 
0,5 6000 182 2,96 431,15 13,3 13,63 596,15 

0,25 3000 194  - -  -  -  -  



3. Calibration and validation 

The comparison in terms of engine power and specific fuel consumption, between 
calculated and reference data, was carried out for all different engine working conditions 
(engine load equal 100%, 85%, 75%, 65%, 50%, and 25% of MCR) at constant speed 
(750 rpm) and at variable rpm (see Figure 2 and Figure 3 respectively). Results shows 
the good simulator accuracy: the errors are less than 0.5% in the MCR engine load 
conditions, and less than 1% in the other examined engine working conditions.  
 

 
Figure 2. Engine performance and simulation results at constant speed. 

 
Figure 3. Engine performance and simulation results at variable speed. 

According to Table 2, the specific fuel consumption errors between calculated and 
reference data are lower than ±1%. 

Table 2. Errors obtained for specific fuel consumption. 

Engine load 1 0,85 0,75 0,65 0,5 0,25 
Specific fuel consumption  (constant speed) 
Error (%) 

0,4% 0,4% -0,6% -0,1% -0,5% 0,4% 

Specific fuel consumption (variable speed) 
Error (%) 

0,4% 0,7% -0,6% - -0,4% -0,2% 

From the data in Table 1 it was possible to validate the model also on other engine 
parameters, for different engine loads at a constant speed. Figure 4 reports the percentage 
errors between simulation and reference data (reported in Table 1), an average error value 
below 6% is obtained (average errors respectively of 4.1% for the charge air pressure, 
5.6% for the temperature after compressor, 2.8% for the airflow rate, and 4.1% for the 
temperature after turbine. 
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Figure 4. Constant speed engine model validations. 

4. Failures and malfunctions 

The possible degradations, based on the type of engine to be analyzed, are reported in 
Table 3 and grouped for intercooler, compressor, shaft turbocharger, turbine and cylinder 
[17]. In this stage of the research, ten gains (one for each degradation) have been added 
within the model; this gain can alter the performance of a particular block. Each of these 
degradations has been assumed to have its own decay range, however, never higher than 
20% of the nominal performance [17]. 

Table 3. Degradation types. 

Simulation block Degradation 
Range of 

degradation  
Intercooler Intercooler fouling [0-10%] 
Intercooler Efficiency reduction [0-20%] 
Compressor Dirty air filter [0-10%] 
Compressor Efficiency reduction [0-10%] 
Compressor Mass flow reduction [0-10%] 

Shaft TG Bearing deterioration [0-5%] 
Turbine Efficiency reduction [0-10%] 
Turbine Erosion or fouling of the blades [± 5%] 
Cylinder Fuel flow reduction [0-10%] 
Cylinder Alteration of injection angle [± 5O] 

The 28 parameters monitored during the degraded simulations are reported in Table 
4 while an example of the output results is reported in Figure 5. In detail, Figure 5 shows 
the influence of the air filter degradation (5% and 10%) on the 28 parameters considered 
in the simulation analysis. 

Table 4. Monitored parameters. 

ID 
Intercooler (I)  
and Compressor (C) 

ID 
Turbine (T)  
and exhaust duct (D) 

ID Cylinder 

1 Outlet temperature (I) 11 Turbine efficiency (T) 19 p.m.i 
2 Compressor efficiency (I) 12 Turbine Mass flow (T) 20 Outlet temperature 
3 Compressor torque (I) 13 Exhaust flow (T) 21 Outlet pressure 
4 Outlet pressure (C) 14 Epsilon (T) 22 Exhaust mass flow 
5 Outlet temperature (C)  15 Turbine torque (T) 23 Air mass flow 
6 Mass flow (C) 16 Outlet pressure (T) 24 air/fuel ratio 
7 rpm (C) 17 Outlet temperature (T) 25 p.m.e 
8 beta (C) 18 rpm (T) 26 Power 
  9 Outlet pressure (D) 27 Consumption 

  10 Outlet temperature (D) 28 Engine torque 
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Figure 5. Loss of air filter efficiency.  

After having carried out all the single simulations with degradation, the obtained 
results were used to develop a methodology for identifying the failures and/or 
degradations. The tool used for the analysis is the Parameter Estimation Matlab toolbox. 
Parameter estimation is the process of computing the parameter values of a model from 
measured data. The toolbox solves the problem of optimization of the error between the 
measured variable and the simulated variable by finding the solution of the optimal 
combination of the degradation coefficients. The basic assumptions are based on the 
minimization of the mean square error by nonlinear algorithm [18]. The application of 
the parameter estimation allows identifying the component degradation that causes a 
given realization of the monitored variables. In the optimization procedure, the 
parameters suitably vary until their value produce numerical outcomes matching with 
those of the degraded simulation (that, in this study, replaces the measured data on board). 
Figure 6A, for example, shows the results obtained for simulations with a pressure loss 
at the intercooler equal to 10%. It is possible observing how the most sensitive parameter 
is the one related to the pressure loss of the intercooler. Indeed, after ten iterations, this 
parameter settles on a value equal to 0.9 corresponding to a 10% degradation of its 
performance, whereas all the other coefficients, provide a value 1 (i.e. unchanged 
behavior that means the absence of degradation). Finally, the parameter estimation was 
also carried out for a scenario involving two simultaneous degradations. In this example, 
a pressure loss for the intercooler (-5% due to fouling of the air filter) and a problem on 
the turbine blades (-10% due to fouling of the turbine blades) has been set (see Figure 
6B). Also in this case, it is possible noticing that the corresponding parameters modify 
to 0.95 and 0.9 while all the others remain unchanged. 

 
Figure 6. Parameter estimation results for one (A) and two (B) degradation. 
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5. Future work and conclusions 

The paper describes the development of a digital twin model, integrated with a diagnostic 
numerical tool for the identification of possible degradations and failures of a marine 
diesel engine. The whole procedure is developed in Matlab/Simulink environment and it 
is able to consider ten types of degradations/malfunctions of the examined engine. The 
diagnostic tool, based on a parameter estimation approach, can identify the engine 
malfunctions by comparing simulation and field data. Unfortunately, experimental 
values in degraded conditions are not yet available at this stage of the research, therefore, 
in the present application, they are estimated through the same simulation model. The 
numerical procedure has been successfully tested in the identification of two 
simultaneous degradations (about the air filter and intercooler of the engine).  However, 
the positive results can probably also be attributed to using the same Matlab simulation 
model to represent both measured and simulated data. From this point of view, the 
diagnostic tool should be validated by using the field data derived from a different 
simulation model of the engine (at least until real experimental data are available). To 
this end, a further engine model will be developed in another software language (e.g. 
commercial software dedicated to engine performance simulation) to represent the 
experimental data that in the real world should be collected onboard [19]. This further 
study should strengthen the proposed parameter estimation methodology for identifying 
degradation.  
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